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Abstract: The maintenance strategy of electric power equipment plays an important role in the 
normal operation and maintenance of the actual power system. This paper uses the Markov chain to 
simulate the operation and maintenance of electrical equipment. Combined with big data thinking and 
cloud computing technology, real-time analysis of massive historical data and online data is realized. 
In the case of an actual wind turbine as a case, the more accurate Markov chain model of the operation 
and maintenance of the electrical equipment was established. The model's Markov chain transfer 
matrix is obtained. A reasonable formula for considering maintenance costs and risk costs is given. 
And the simulation is carried out by using this formula. The simulation results show that the 
maintenance strategy is reasonable and feasible, which provides a practical maintenance strategy for 
the operation and maintenance of power equipment. 

1. Introduction 

The normal operation of electrical equipment can affect the stability of the power system. In order 
to ensure the development of smart grid, it is necessary to research and analyze the operation and 
maintenance strategy of electric power equipment [1, 2]. In the process of running the electric power 
equipment, the aging process, the occurrence of failure and other operating conditions can be seen as 
a random process, there are many uncertainties [3, 4, 5]. Thus, the use of deterministic models in the 
past overhaul strategies to analyze these uncertain factors clearly does not achieve the desired results 
well, and sometimes even leads to erroneous guidance, resulting in unnecessary losses [6, 7, 8]. 

The Markov process is a class of applications with a wide range of stochastic processes. It can 
predict the future development process in the given state of the case. At present, the Markov process 
has been widely used in various fields of power systems [9, 10]. The Markov chain is a discrete 
Markov process, which by virtue of the “no memory” features in the analysis of the random process is 
very effective [11, 12]. And the probability model established by Markov chain can quantitatively 
analyze the research target. Therefore, the Markov chain is very suitable for the establishment of 
power equipment operation and maintenance model. And the model can be used for quantitative 
analysis of electrical equipment maintenance policy. 

This paper uses the Markov process to simulate the operation and maintenance of electrical 
equipment. Combined with big data thinking and cloud computing technology, real-time analysis of 
massive historical data and online data is realized. In the case of an actual wind turbine as a case, the 
more accurate Markov chain model of the operation and maintenance of the electrical equipment was 
established. The model's Markov chain transfer matrix is obtained. A reasonable formula for 
considering maintenance costs and risk costs is given. 

2. Markov Maintenance Strategy 

Markov chain. In general, the state of the random process at some point is related to the state of the 
neighboring moment, the farther the time interval, the less the association. After a mathematical 
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abstraction, the state of a certain moment is only related to the state of the adjacent moment, and has 
nothing to do with the other state, and then this process is the Markov process. Markov chain is a 
discrete Markov process, which is defined as follows: If the state and time parameters can be seen as a 
discrete stochastic process X(n),  X(k + 1) is only related to X(k) under X(k) known conditions, and 
has nothing to do with X(k-1), X (k-2), and so on [4]. The above definition means that X (n) satisfies 
the following formula 1. The probability of transfer of the Markov chain is shown in Equation 2. The 
transfer matrix of the Markov chain is shown in Equation 3. 
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According to the above definition, the Markov chain apparently has the following two properties: 
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Markov maintenance strategy. Electric equipment Markov overhaul strategy is to operate the 
power equipment and maintenance status as a Markov process. Then the Markov process was 
dispersed and becomes a Markov chain process. According to the historical data of the operation and 
maintenance of electrical equipment and the definition of the Markov chain, the state transition matrix 
of this Markov chain process can be obtained. Among them, the number of state transition matrix can 
be determined according to the solution adopted. Such as the operation of a state there are three 
solutions: not repair, minor repair, overhaul, then get the state transfer matrix also has three, 
respectively, not repair, minor repair, overhaul state transition matrix. Obviously, the more the 
historical sample is, the closer the transfer matrix is to the true value and the more the machine will 
run. In the current state of operation of the current power equipment can be judged by the above state 
transfer matrix, respectively, using different solutions to the gains and losses or benefits, the gains and 
losses can be based on the actual situation to give a fair and scientific mathematical formula to 
calculate. The formula must include maintenance costs and operational risks. The cost of maintenance 
is the cost of different maintenance methods. Operational risk is the use of different maintenance 
methods in different states and then cause a major failure caused by the loss. 

3. Case Analysis and Processing 

Historical data.  This article will be an actual wind turbine operation and maintenance of historical 
data as an example of the above maintenance strategy theory for specific analysis and calculation. The 
literature [5] gives the historical data, after finishing, not repair, minor repair, overhaul three kinds of 
treatment measures under the three groups of statistical data are obtained, as shown in Table 1 (a), (b), 
(c) below. 

Table 1 Historical Statistical Data 

(a) Historical statistical data under no repair 
status 1 2 3 4 5 
1 108 7 5 2 1 
2 0 68 8 5 2 
3 0 0 33 18 14 
4 0 0 0 23 31 
5 0 0 0 0 32 
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(b) Historical statistical data under minor repairs 
status 1 2 3 4 5 
1 4 0 0 0 0 
2 49 8 4 3 1 
3 42 9 5 3 2 
4 63 23 12 7 4 
5 0 0 0 1 43 

(c) Historical statistical data under overhaul 
status 1 2 3 4 5 
1 2 0 0 0 0 
2 64 7 4 2 1 
3 56 6 5 1 1 
4 59 3 2 1 1 
5 44 5 3 2 1 

Transfer matrix calculation. Observing the historical data in the table, because the number of 
samples is limited, it can only be used as proof of “the theoretical reference value” basis, and can not 
be used as the final basis for actual judgments. If the number of samples is large enough, the more 
accurate the judgment is. According to the historical data in the table and the definition of the Markov 
chain, the Markov chain state transfer matrix corresponding to the minor repair and overhaul 
measures is as follows. 

1

0.8780   0.0569   0.0407   0.0163   0.0008
     0       0.8193   0.0964   0.0602   0.0241
     0            0       0.5077   0.2769   0.2154
     0            0            0       0.4259   0.5741
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0.7538   0.1231   0.0615   0.0462   0.0154
0.6885   0.1475   0.0820   0.0492   0.0328
0.5780   0.2110   0.1101   0.0642   0.0367
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     1            0            0            0            0   
0.8205   0.0897   0.0513   0.0256   0.0129
0.8116   0.0870   0.0726   0.0144   0.0144
0.8939   0.0454   0.0303   0.0152   0.0152
0.8000   0

=P

.0909   0.0545   0.0364   0.0182

 
 
 
 
 
 
  

 

4. Maintenance Strategy Selection 

Maintenance strategy formula. In order to facilitate research, you can calculate the benefits of using 
a strategy when you encounter different situations. That is, the need to introduce specific maintenance 
costs and operational risks. This paper gives a reasonable formula for reference, as shown in equation 
(6). 
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In equation (1), Fmn  represents the benefit of using the nth maintenance measure when the current 
state is m, m indicates the current state of the device, n indicates what maintenance method is used. Xn 
indicates the cost of using the nth maintenance state. I represents the next possible state of the current 
state. M is the total number of all states. Yi represents the risk cost for the next state i. Pn(m,i) 
represents the corresponding probability in the transfer matrix using the corresponding maintenance 
mode. As a result, the greater the calculated Fmn, the more unreasonable the use of current 
maintenance measures. 
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Calculation and analysis. The historical data in Table 1 is set as a sample. The costs in Table 2 and 
Table 3 are set to the values of Xn, Yi in formula (1), respectively. The values in Table 2, Table 3, and 
the values of the transfer matrices P1, P2, P3, and then Fmn is calculated. The results are shown in 
Table 4. 

Table 2 Maintenance Costs Xn 

n 1(Not repair) 2(Minor repair) 3(Overhaul) 
Xn/ Million yuan 0 2 5 

Table 3 I 1 2 3 4 5 

Yi/ Million yuan 0 2 4 6 10 

Table 4 Fmn/ Million Yuan 1 2 3 4 5 

1 0.382 2.626 5.846 8.296 10 
2 2 2.923 3.246 3.615 11.909 
3 5 5.667 5.508 5.455 5.800 

According to the results in Table 4 analysis can be the following conclusions: the 5 states are 
normal operation, minor failures, moderate failure, serious failure, complete damage. The most 
reasonable way to deal with of them is not repair, not repair, minor repair, minor repair, and overhaul. 

The above result is the result of the current hypothesis. In actual operation, we can calculate 
according to the real cost. And in the actual operation process, if the maintenance treatment in 
addition to not repair, minor repair, overhaul three kinds of more ways to deal with, then only need to 
establish the Markov chain model to expand the state transition matrix rows and columns Enough. At 
this point, the formula (1) can still be common. 

5. Big Data Thinking and Cloud Computing 

We all know that the more historical data, the more accurate the corresponding Markov model. As 
mentioned in the above example, if there are more historical data, and then combined with the 
corresponding real-time data for analysis, the obtained results will be more accurate. In order to 
achieve big data analysis of historical data and real-time data, cloud computing-related technologies 
are introduced, massive data are stored in cloud disks, and a Markov model is established. At the same 
time, the real-time data is constantly updated, and the established Markov model is constantly revised 
to ensure the accuracy and accuracy of the model. 

6. Conclusions 

The maintenance of power equipment plays an important role in the actual power system. The 
operation and maintenance of the power equipment was simulated based on Markov chain. In the case 
of an actual wind turbine as a case, the Markov chain model of the operation and maintenance of the 
electrical equipment was established. The model's Markov chain transfer matrix is obtained. A 
reasonable formula for considering maintenance costs and risk costs is given. And the simulation is 
carried out by using this formula. The simulation results show that the maintenance strategy is 
reasonable and feasible, which provides a practical maintenance strategy for the operation and 
maintenance of power equipment. 
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